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Due to the presence of anthropogenic CO2 in the atmos-
phere, the world ocean acts as a net CO2 sink, which is driven
by the CO2 partial pressure (pCO2) difference across the air-sea
interface. However, the global sink is masked by large regional
and seasonal variations of surface water pCO2 associated with
natural physical and biological processes (Körtzinger et al. 2008;
Watson et al. 2009). Through fractionation during photosyn-

thesis, mixing, and the oceanic “Suess effect,” all the mentioned
processes alter the d13C value of surface water-dissolved inor-
ganic carbon (DIC) (Zeebe and Wolf-Gladrow 2001; Emerson
and Hedges 2008; Tagliabue and Bopp 2008). Here, the 13C/12C
isotope ratio is expressed in terms of its d13C value in ‰

(1)

where (13C/12C)V–PDB refers to the isotopic composition of the
Vienna Pee-Dee Belemnite reference standard.

Seasonal time-series data of DIC and its isotopic composi-
tion allow separation of the relative contributions of these
processes to the surface layer carbon budget. The deconvolu-
tion of d13C and DIC changes has been demonstrated with
data collected at the Hawaii and Bermuda Ocean Time-Series
stations to address carbon dynamics operating in low-produc-
tivity subtropical gyres (Gruber et al. 2002; Quay and
Stutsman 2003; Keeling et al. 2004). Comparable d13C time-
series to examine seasonal carbon budgets in other parts of the
ocean are scarce due to the difficulties of establishing regular
long-term measurements of d13C. For example, whereas Lüger
et al. (2004, 2006) succeeded in regularly collecting data of
pCO2 and related properties in surface waters of the mid-lati-
tude North Atlantic using autonomous water-air equilibra-
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tor/non-dispersive infrared (NDIR) detection systems installed
on a voluntary observing ship, discrete samples were collected
for high-precision laboratory analysis of the DI13C/DI12C ratio
only on some crossings. Similarly, Quay et al. (2009) collected
DIC samples on repeated container ship cruises across the sub-
tropical and equatorial Pacific Ocean to estimate net commu-
nity production rates from d13C air-sea disequilibrium.
Reported spatial and temporal variabilities of oceanic
d13C(DIC) in surface waters, which are directly related to
d13C(CO2), are in the range of several tenth of per mille. For
example, averaged meridional changes across the Pacific and
Atlantic basins are on the order of ~1‰ (Quay et al. 2007,
2009). Amplitudes of seasonal cycles measured at the subtrop-
ical time series stations near Hawaii (ALOHA, ~0.6‰) and
Bermuda (BATS, ~0.2‰) are somewhat smaller (Gruber et al.
2002; Quay and Stutsman 2003). However, time and spatially
resolved variations in biologically productive waters are
expected to be more pronounced, but have not yet been fully
characterized due the lack of online monitoring capabilities.

Isotope ratio mass spectrometry (IRMS) is the conventional
method for measuring isotope ratios. It provides excellent
absolute accuracies of measured d13C values, typically better
than 0.05‰ with sample volumes as small as several milli-
liters of ocean water (deGroot 2004). Drawbacks of IRMS are (i)
that the required collection, shipping, and processing of the
samples is labor-intensive and costly and (ii) that the
employed spectrometers cannot be operated in the field. In
recent years, optically based instrumentation has emerged to
provide alternative means for isotope ratio determination.
These instruments are based on quantitative spectroscopic
absorption techniques, where the ratio of the two isotopic
species is determined by measuring separately the absorptions
of 12CO2 and 13CO2 on vibrational transitions in the mid-
infrared (mid-IR) or near infrared (near-IR) spectral range.
Absorption cross sections of near-IR vibrational transitions
(overtone and combination vibrations) are in general 10-100
times lower than in the mid-IR spectral range (fundamental
vibrations). However, due to the availability of optical fiber
technology and high quality near-IR diode lasers, comparable
detection sensitivities have been reported for both mid-IR and
near-IR based instruments. NDIR (Haisch et al. 1994; Jäger et
al. 2005) and Fourier transform infrared (FTIR) spectrometers
(Mohn et al. 2007) have been used as well as diode laser based
instruments using modulation strategies (Castrillo et al. 2004;
Lau et al. 2006). Cavity-enhanced detection schemes (Jost et
al. 2006; Wahl et al. 2006) have been proven to provide out-
standing detection sensitivity and reliability, and first com-
mercial instruments based on wavelength scanned cavity ring-
down spectroscopy (WS-CRDS) and off-axis integrated cavity
output spectroscopy (OA-ICOS) have successfully entered the
market. For a review of the large body of literature on optical
isotope ratio spectroscopy, including selected applications, we
refer to a review paper of Kerstel (2004) and the corresponding
recent update given by Kerstel and Gianfrani (2008).

The usage of these new and cost-effective gas analyzers in
field measurement campaigns has to be preceeded by compre-
hensive laboratory testing to assess spectrometer performance
and reliability and to avoid and identify possible pitfalls.
Moreover, in the light of the expected natural variations in
d13C outlined above, it has to be verified that the short- and
long-term precision requirements of ~0.2‰ and ~0.05‰,
respectively, can be met. In this work, we have coupled a CO2

isotopic gas analyzer with a conventional water-air equilibra-
tor setup similar to the equilibrator systems used aboard
research vessels. Step experiments for pH have been performed
to assess the spectrometer d13C response to changes in pCO2.
In addition, the influence of variable gas matrices, which
could possibly compromise the use of the spectrometer for
surface ocean CO2 analysis at variable saturation levels of oxy-
gen, was studied in detail.

Cavity ringdown spectroscopy—Cavity ringdown spec-
troscopy (CRDS) is an ultrasensitive absorption based detec-
tion method with many applications in physical and analyti-
cal chemistry. The absorption coefficient α of a species is
determined by measuring the rate of absorption of light circu-
lating in a high finesse optical cavity. Figure 1 illustrates the
schematic setup of a CRDS experiment. In conventional
CRDS, a short pulse of laser light is injected into a stable opti-
cal cavity formed by two (or more) highly reflective mirrors.
The light is repeatedly reflected back and forth between the
mirrors and the small amount of light leaking through the exit
mirror is monitored by a photodetector. The time constant of
the exponential decrease of the light intensity in the cavity,
the so-called ringdown, is determined by the light losses orig-
inating from residual mirror transmission, absorption of the
sample, and (interfering) scattering processes. In the absence
of additional wavelength-dependent losses, the ringdown
equation

(2)

holds, where τr
0 and τr are the reciprocal ringdown time con-

stants of the empty cavity and a cavity containing the
absorber, respectively, and c is the speed of light. Pulsed CRDS
has been successfully used for gas phase spectroscopy (Berden
et al. 2000), quantitative detection of weakly absorbing or low
concentration gas phase species (McIlroy and Jeffries 2002),
and rate constant measurements based on time-resolved
detection schemes (Friedrichs 2008). Minimum detectable
absorptions of αmin = 1×10–8 cm–1 are readily achievable. A fur-
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Fig. 1. Schematic setup of a cw-CRDS spectrometer. 



ther increase in sensitivity is obtained when using narrow
bandwidth continuous wave (cw) lasers. In cw-CRDS, match-
ing of the narrow bandwidth detection laser output to the res-
onance frequency comb structure of the high-finesse optical
cavity is critical. Hence the exit mirror of the ringdown cavity
is typically piezo-tuned (see Fig. 1), until light starts to build
up in a single resonant cavity mode. Having reached a preset
light level, a fast optical switch (e.g., an acousto-optical mod-
ulator) is used to turn off the light source and the subsequent
ringdown event can be observed (Romanini et al. 1997). As a
result of the single cavity mode excitation and an increased
data accumulation frequency (typically >100 measurements
per second), cw-CRDS offers a higher sensitivity on the order
of αmin ≈ 1×10–9 cm–1 (Mazurenka et al. 2005) Merging the
advantages of sensitivity, high spectral resolution and direct
absorption, cw-CRDS is ideally suited to measure concentra-
tions of trace gas species by monitoring individual rovibra-
tional absorption lines. Typically, a distortion-free absorption
line profile is obtained by scanning the laser frequency over
the absorption feature of interest. After baseline subtraction,
which is necessary to account for the empty cavity losses (1/τr

0

in Eq. 2), integrated absorption line strengths can be directly
determined from the measured CRD spectrum—in principle
without the need for calibration. d13C(CO2) values are simply
extracted from the measured ratio of the absorption of indi-
vidual 12CO2 and 13CO2 lines. In this work, x(13CO2), x(12CO2),
and d13C of CO2 dissolved in water were measured following
equilibration with air at a known pressure. The determined
xCO2 values were converted to their respective values for dry
air by taking into account the volumetric effect of water vapor,
which was known from simultaneous measurement of xH2O.
Assuming ideal gas behavior, the determined CO2 mole frac-
tion can be used as a direct measure of the pCO2 value as well.

Materials and procedures
cw-CRDS isotopic analyzer—A commercial cw-CRD spec-

trometer (EnviroSense 2050, Picarro) capable of performing
12CO2, 

13CO2, and water vapor concentration measurements
was used in all experiments. Briefly, a tunable cw distributed
feedback diode laser centered at an emission wavelength
around 1600 nm was coupled into a V-shaped, piezo-tuned
ringdown cavity. A continuous gas flow of about 20 sccm
(standard cm3/min) was pumped through the cavity with an
inner volume of approximately 33 cm3 at a pressure of 186.6
mbar and a temperature of 45.0°C. 12CO2 was detected at the
R(36)(30013 ← 00001) transition (AFGL notation: ν1ν2lν3n.
Strongly coupled Fermi-resonances are not assigned explicitly
but the respective vibrational modes are numerated (n) start-
ing with the energetically highest band) at a wavenumber of
6251.76 cm–1, 13CO2 at the R(12)(30012 ← 00001) transition at
6251.32 cm–1, and H2O at the (040,5,5,0 ← 000,6,6,1) transi-
tion (notation ν1 ν2 ν3,J,KA,KC) at 6250.42 cm–1(Mikhailenko et
al. 2008; Perevalov et al. 2008a, 2008b). An etalon-based wave-
length monitor, which was actively locked to known wave-

lengths by a spectral feedback algorithm, ensured fast and
symmetrical sampling of the individual absorption lines. A
rather coarse scan increment of 0.02 cm–1 was chosen to sam-
ple the line profiles. The spectra were fitted with a multi-order
fitting routine assuming Galatry line profiles with line param-
eters valid for ambient air. Galatry line profiles, next to
Doppler and pressure broadening, also take into account the
collisional Dicke narrowing effect (Galatry 1961). The three
Galatry model parameters are the Doppler width, which is a
known quantity at a given temperature, the collisional broad-
ening parameter y, which is proportional to the total pressure,
and the narrowing parameter z. To constrain the fit, in the fit-
ting routine, a preset ratio y/z = 0.3215 was used, thus leaving
the collisional broadening parameter y the sole adjustable
parameter. Instead of the integral absorption, the resulting
peak heights were taken as a measure of the respective con-
centrations to minimize possible errors arising from residual
baseline fitting issues. Finally, the measured 13CO2/

12CO2 ratio
was converted to d13C(CO2) values based on a calibration poly-
nomial. As will be explained and investigated in more detail in
the Section “Gas Matrix Effects,” this data reduction proce-
dure bears the risk of yielding erroneous results when using
gas matrices different from ambient air.

Raw data points were created every 6-11 s based on individ-
ual measurements of several hundred ringdown events.
According to manufacturer specification, which is subject to
verification in this study, the stated precision of the instrument
was 0.3‰ for d13C (5 min average) and 50 ppbv for xCO2 (1 min
average) at ambient CO2 concentration levels. Predrying of the
samples was not obligatory as the instrument corrects for water
vapor influences based on the simultaneously measured H2O
mole fraction.

Water-air equilibrator—Water-air equilibration experi-
ments were performed using a commercial showerhead equi-
libration system (Model 8050, General Oceanics, water flow:
3 L/min, equilibrator volume: ~0.5 L) equipped with an
NDIR CO2 gas analyzer (Li-COR, LI-6262). Including the
errors arising from instrumental drift and calibration accu-
racy, the NDIR gas analyzer readout was accurate to within
±3 ppmv. The analyzer was calibrated every 8 h using gas
standards and was operated at very low sample gas humidity
using a Nafion dryer (Perma Pure, <0.1% H2O by volume) to
avoid any water absorption interference. The cw-CRDS ana-
lyzer was supplied with predried sample gas (~1% H2O, ther-
moelectrically cooled condenser) using a bypass flow line.
The analyzed gas was returned to the headspace of the equi-
librator. The water-air equilibration system was connected to
a thermostatted 130 L water tank filled with de-ionized
water. A carbonate system was prepared by adding controlled
amounts of sodium bicarbonate and sodium carbonate (DIC ≈
2.6 mmol/kg). However, due to the unknown CO2 content of
the de-ionized water, it was not possible to adjust the system
to a specific target pCO2 with high precision. Moreover, due
to the inevitable need for pressure compensation, the partly
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open system slowly equilibrated with ambient air CO2.
Abrupt changes in water pH and pCO2 were generated by
injections of 0.1 M solutions of sodium hydroxide or 0.5 M
hydrochloric acid.

Gas mixtures—Experiments on the effect of variable gas
matrices were performed by diluting compressed air samples
with known amounts of N2 (99.999%), O2 (99.995%), Ar
(99.998%), and He (99.999%) using a flow system with cali-
brated mass flow controllers (Aera, FC series). Depending on
the particular gas mixture, the relative error of CO2 content
can be estimated to be 1% to 2%. As trace amounts of CO2

with unknown d13C(CO2) value would have had interfered
with the isotope ratio measurements, added gases were
checked to contain negligible amounts of CO2. A small cor-
rection was applied for O2 gas, which was found to be con-
taminated with ~2 ppm of CO2. Finally, gas samples with vari-
able water content were prepared by mixing a flow of dry air
with a flow of humid air that had passed through a bubble sat-
urator filled with water beforehand.

Assessment
Analyzer performance—Several tests were carried out to

assess the response time, stability, precision, and accuracy of
the cw-CRDS isotopic analyzer. First of all, compressed air
and/or nitrogen gas cylinders were connected to the analyzer
using stainless steel tubing and an optional particle filter
(MicraTube MTA, <0.05μm, MicraFilter), which was installed
directly before the gas inlet. Note that additional gas filters
were installed inside the analyzer to protect the optical cav-
ity (Teflon filters, Mykrolis) such that the instrument could
be operated without external filtering as well. The response
time of the analyzer was determined from the measured CO2

mole fractions following fast switching between the two gas
supplies using magnetic valves. As expected, due to adsorp-
tion effects induced by the particle filters and due to the slow
flow rate through the instrument (20 sccm), rather long
response times on the order of 400 s (90% value) were
observed. However, using a bypass flow of 100 sccm or
removal of the optional particle filter decreased the response
time to 85 s, which is in good agreement with the technical
specifications and fast enough for most environmental mon-
itoring applications.

Figure 2 displays the results of an experiment using two
different compressed air cylinders with slightly different CO2

content and d13C value. Whereas the upper two traces seem to
reveal a consistent switching behavior for 12CO2 and 13CO2,
the lower trace clearly indicates small differences resulting in
distinct switching spikes visible in the measured d13C values.
With a duration of merely ≈3 min, these switching spikes do
not seriously interfere with the measurements. They were
present in all our experiments and are possibly due to intrin-
sic instrumental effect, such as the baseline or absorption
line-locking algorithm of the instrument, the disturbance of
the established adsorption equilibria at the tubing and detec-

tion cell walls, or a combination of both. Measurements with
and without an additional particle filter as well as observed
tendencies of spike sizes in switching experiments using gas
mixtures with different CO2 contents and isotopic composi-
tions lead us to the conclusion that adsorption/desorption
effects are at least partly responsible for the observed effects.
A simple molecular picture of the adsorption/desorption
process can be drawn that is consistent with the monitored
sign of the spikes. On the one hand, it is feasible that a
change to overall lower gas phase CO2 concentration leads to
a net desorption of CO2 molecules, which can be assumed to
be faster for the lighter isotope yielding a negative transient
d13C signal. On the other hand, an increased CO2 concentra-
tion leads to a net adsorption of CO2. Again, this process can
be assumed to be faster for the light isotope because of its
higher translational velocity and thus would result in a posi-
tive d13C bias.

The precision of the instrument was checked and preci-
sion enhancement strategies were verified based on an Allan
deviation plot analysis. The Allan (or two-sample) variance
is defined as the time average of the sample variance of m
adjacent averages, As(τ) and As+1(τ), of k×m time series data
points x

(3)

with

(4)

where τ = k×Dt corresponds to the integration time of the sam-
ples (average of k data points with a time interval of Dt). Hence
the Allan deviation σAllan represents the precision of the instru-
ment with respect to an immediately repeated experiment
with raw data averaging over k data points.
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Fig. 2. Typical cw-CRDS CO2 isotopic analyzer output. 12CO2 (upper solid
curve), 13CO2 (dash-dotted curve), and d13C (lower solid curve) traces as
monitored during a switching experiment between two different com-
pressed air gas samples. 



Figure 3 illustrates a modified Allan plot analysis, where the
Allan deviation (noisy black curve) is plotted versus the aver-
aging time τ in double logarithmic scale. As expected for ran-
dom noise, for short averaging times (i.e., <100 min), the Allan
deviation improves according to a law (dashed line). At
long averaging times, non-statistical noise (e.g., drift compo-
nents) start to prevail resulting in an optimum Allan deviation
of 0.08‰ at τ = 130 min. Note that the experiment was per-
formed with a compressed air gas sample at ambient CO2 level
and a better precision can be expected for higher concentration
CO2 mixtures. Interestingly, in most experiments, a resonance-
like feature of unknown source was observed for long averag-
ing times (τ ≈ 900 min for the experiment shown in Fig. 3),
pointing out an oscillatory baseline behavior of the instru-
ment. At even longer averaging times, the Allan deviation
started to decrease again indicating an excellent long-term sta-
bility of the instrument. In agreement with independent,
repeated analyses of calibration gas standards performed
within 1 y of operation without recalibration of the instru-
ment, the long-term stability of the instrument was found to
be about 0.15‰. To assess the accuracy of a time-series exper-
iment, this value of d13C long-term repeatability has to be taken
into account. In Fig. 3, the gray curve illustrates the “idealized”
accuracy, i.e., the accuracy of the instrument excluding a pos-
sible additional absolute calibration offset error. This curve was
obtained by adding a feasible correction to the continuously
averaged Allan standard deviation data. Here, a simple linear
correction term was assumed, which was (i) set to 0.15‰ at τ =
10 min (the shortest feasible averaging interval) and (ii) lin-

early decreased with time to a value of zero at τ ≈ 800 min (the
maximum of the Allan deviation curve). The flat progression of
the resulting gray curve implies that extended averaging does,
in fact, not satisfactorily enhance the performance of the
instrument with respect to absolute d13C measurements.

Of course, remaining long-term drift issues can be easily
overcome by performing measurements relative to a reference
gas standard. Such a measurement was simulated by periodi-
cally switching between two different compressed air samples.
Switching spikes were cut out of the data trace and the Allan
deviation was calculated from the measured d13C differences
between the two gas mixtures. Corresponding data points for
an experiment with 20 min switching interval, which are
shown in Fig. 3 as squares, reveal that it is in fact possible to
reduce the long-term drift components. The data points fol-
low the straight line determined by the random noise of the
measurements (solid line in Fig. 3). Assuming a reference gas
standard with known d13C value, this line represents the
attainable accuracy of the instrument, which is 0.1‰ at τ =
120 min and 0.05‰ at τ = 480 min, thus close to the accuracy
of a typical IRMS experiment.

A comparison of the optimum statistical noise reduction
of the simple averaging (dashed line in Fig. 3) and reference
approach (solid line) reveals an offset of the reference mea-
surements toward lower precision. This is not unexpected
since in the case of the switching experiment both the
unknown gas sample and the reference mixture are measured
only half of the time. Therefore, the attainable precision can
be expected to be roughly a factor of lower, which is in
good agreement with the experimental offset. Consequently,
a further improvement of the sensitivity of the reference
approach can be expected when operating two (or more) iso-
topic analyzers in parallel. Moreover, to ensure highest per-
formance, the switching interval should be set short enough
to escape from long-term drift components but also long
enough to avoid unwanted data loss by the inevitable need
for cutting-off switching spikes. As noticeable deviations
from the random noise behavior are observed for averaging
times τ >100 min, switching intervals as long as 50 min
should provide a natural choice for our instrument.

Finally, the absolute accuracy of the precalibrated instru-
ment was tested by running working gas standards, which
were characterized by IRMS (d13C, ±0.05‰) and high preci-
sion gas chromatography (xCO2, ±0.3 ppmv). From three
independent measurements, systematic offsets (d13Cmeasured –
d13Cstandard) = 2.8(2)‰ (at xCO2 = 380 ppmv) and (xCO2measured

– xCO2standard) = 2.7(5) ppmv were determined. Moreover, by
running gas standards with elevated CO2 mole fractions (350
ppmv < xCO2 < 1000 ppmv), the determined d13C values were
checked to be independent of xCO2. Unexpectedly, in con-
trast to specifications (D[d13C] < 0.03‰ per 100 ppmv change
in xCO2), a significant divergence of D(d13C) ≈ 0.38‰ per 100
ppmv CO2 was found and was taken into account in all fol-
lowing measurements based on a second-order calibration

1/ τ

2
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Fig. 3. Modified Allan plot analysis. The noisy black solid curve and the
dashed line represent the Allan deviation of a continuous averaging exper-
iment and the respective ideal statistics behavior. The gray curve corre-
sponds to the (idealized) accuracy including a correction for the long-
term stability of the instrument (see text). The squares and the solid line
represent the accuracy of an alternative reference approach based on peri-
odically switching between the sample and a reference or working gas
standard with known d13C value. 



polynomial. These significant deviations from factory pre-
calibration point out the well-known importance of double
checking calibration data. Nevertheless, all measurements
were within the long-term stability limits of 0.15‰ for d13C
and 0.16 ppmv for xCO2 as they were derived from Allan
analyses. No systematic drift of the calibrated offset values
were noticed over a time period of 1 y, and relative readouts
for gas mixtures with different d13C but constant xCO2 were
found to be reliable without further correction.

Water-air equilibration experiment—The applicability of cw-
CRDS to monitor pCO2 and d13C of CO2 dissolved in water was
tested by combining the isotopic analyzer with the water-air
equilibration setup. pH-step experiments were performed to
induce a strong perturbance of the water phase carbonate
equilibria resulting in a pronounced change of the pCO2 value,
which was followed by measuring the gas phase mole fraction
xCO2(g) and d13C(CO2[g]) value. Figure 4 displays the outcome
of such a pH-step experiment using a carbonate system of
salinity S ≈ 0.1 at 25°C. Starting at xCO2(g) ≈ 700 ppm, the
addition of NaOH or HCl induced significant CO2 mole frac-
tion changes on the order of 250 ppm. In contrast, the equi-
librium values of d13C remained essentially unchanged within
the scatter of the data. Again, the signal exhibited strong
switching spikes. The purpose of this experiment was 3-fold:
(i) to rule out potential pitfalls that may prevent the use of the
instrument in combination with a commercial equilibrator
system (e.g., pressure balance problems), (ii) to check the reli-
ability of the instrument under experimental conditions close
to the conditions expected in surface ocean CO2 field mea-
surements, and (iii) to check linearity and accuracy of the
determined parameters by intercomparison with a conven-
tional NDIR pCO2 system.

With a time constant of merely 2 min, which includes the
mixing within the 130 L water tank, the water-air equilibra-
tion, and the gas exchange in the cw-CRDS analyzer, the
response time of the equilibrator setup was found to be short.
Running the NDIR CO2 sensor in parallel with the cw-CRDS
showed that both the observed response times as well as the
measured absolute CO2 levels agreed well within the error lim-
its of the two different analyzers. No problems were met when
operating the cw-CRDS in combination with the water-air
equilibrator, showing the potential of cw-CRDS to reliably
measure xCO2(g) and hence pCO2 values without a need for
frequent calibration or a requirement of drying sample gas
streams.

Next to changes in pCO2, altering the pH affects the abun-
dance of the different carbon species present in the water-car-
bonate system and thus results in equilibrium fractionation of
the different isotopic species as well. According to well-known
fractionation factors (Mook 1986; Zhang et al. 1995), chang-
ing the pH from a very low pH value, where most of the DIC
exists as dissolved CO2, to pH ≈ 8 (free scale), where most of
the carbon is found as HCO3

–, a relative change of
D(d13C[CO2]) = –8.8‰ and –10.1‰ is expected for tempera-

tures of 25°C and 15°C, respectively. In good agreement with
these numbers, we actually found a systematic shift of
D(d13C{CO2[g]}) ≈ –1.0‰ when lowering the experimental
temperature from 25°C to 15°C. Also in agreement with the
experiment, for the small pH-step induced in the mea-
surements shown in Fig. 4, a barely detectable isotopic shift
(<0.05‰) was expected to occur.

To further specify the response of the experimental setup, a
full kinetic simulation of the experiment has been performed.
Simulation results, which are based on the box model out-
lined in the insert of Fig. 4, are shown as solid and dashed
curves. Model input parameters such as reaction rate con-
stants, kinetic fractionation factors, and equilibrium con-
stants, which were needed to assure proper sets of forward and
reverse reaction rate constants, were taken from the compila-
tions given by Zeebe and Wolf-Gladrow (2001). The switching
spikes visible in the d13C signal were approximated by assum-
ing an adsorption/desorption effect of CO2 at the cell and tub-
ing walls. As the objective of this study was to test the feasi-
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Fig. 4. Measured time series of xCO2 and d13C during a water-air equili-
bration experiment. Solid and dashed curves are the results of a simula-
tion, which is based on the box model illustrated in the insert. Note that
the experimental d13C values have been arbitrarily offset by +11.5‰ to fit
the model entry, which was set to d13C(DIC) = 0‰. 



bility of water-air equilibration experiments rather than a
kinetic analysis of isotopic equilibria, only the most important
details of the simulations will be outlined here. Also note that
we could as well have assumed a slow instrumental d13C signal
response instead of an adsorption/desorption effect without
changing the outcome of the simulation.

Briefly, initial parameters of the carbonate system were
obtained from the dissolved carbonate/bicarbonate quantities
(DIC ≈ 2.6 mmol/kg) and the measured pCO2 value. The size of
the CO2 adsorption effect was estimated based on the height of
the obtained d13C signal spikes following injections of known
amounts of NaOH or HCl. Relying on these assumptions, it was
possible to nicely reproduce both the xCO2(g) and d13C(CO2[g])
signals as indicated by the solid curves in Fig. 4. Clearly, in
agreement with findings of Zeebe et al. (1999), liquid phase
equilibria were found to equilibrate rapidly (discernible as short
spikes in d13C signal of dissolved CO2, dashed curve) whereas
the observed experimental response time of several minutes was
dominated by the relaxation of the water-air and adsorption
equilibria (discernible as rather slow adjustment of the xCO2(g)
signal and the long d13C(CO2[g]) spikes, solid curves).

Gas matrix effects—The applied fitting procedure of the
13CO2 and 12CO2 absorption lines is based on peak heights
instead of using peak integrals. Although yielding more stable
fitting results and thus increasing the precision of the instru-
ment, this approach takes the risk of yielding erroneous
results. When using gas matrices different from the composi-
tion of ambient air, different y and z Galatry line profile
parameters arise. These account for collisional line broadening
and Dicke narrowing effects and may be different for the ana-
lyzed 12CO2 and 13CO2 absorption lines, respectively. There-
fore, systematic offsets in the calculated d13C(CO2) and inac-
curate pCO2 values can be expected to occur for gas matrices
different from air.

Figure 5 summarizes experimentally observed d13C offsets
(open circles) measured for compressed air gas samples diluted
with different amounts of N2, O2, Ar, and He. The leftmost
four data points were taken for different air samples, where
the first data point was measured with pure air as a reference
and the next three points were obtained by using synthetic air
samples that were prepared by mixing gas flows of air, O2, and
N2. The scatter of these three points reflects the accuracy of
the gas mixture preparation procedure. The insert of Fig. 5
illustrates part of the original data, where the dashed line indi-
cates the actual d13C value measured for the pure air sample.
Clearly, changing the gas matrix results in an immediate
response of the instrument with respect to the d13C output.
Huge positive (He, N2) and negative (Ar, O2) biases up to a
value of +58‰ for the addition of 51% He have been
observed. Measurements were also performed with samples
containing different amounts of water vapor yielding a
3.84‰ offset per 1% water content. Obviously, measured d13C
values need to be corrected for this pronounced gas matrix
effect to ensure reliable isotope ratio measurements. In the fol-

lowing, a straightforward data treatment procedure that is
based on spectroscopic reasoning will be presented in detail.
As can be seen from the corrected data points drawn as solid
circles in Fig. 5, this procedure efficiently accounts for the
observed gas matrix induced offsets.

Effect on measured CO2 mole fractions—A smaller but signifi-
cant gas matrix effect has been observed for the CO2 concen-
tration signal as well. For example, in comparison with the
mole fraction calculated from the mixing ratio of Ar and air, a
11% too high absolute 12CO2 mole fraction was measured by
the instrument for a 65% Ar mixture. As the CO2 is calculated
from the peak height of the measured 12CO2 absorption line,
the overestimated CO2 value is in line with the expected
smaller collisional broadening of Ar compared to air. Precise
pressure broadening coefficients for the (30013 ← 00001)
band of CO2 have been measured recently by Nakamichi et al.
(2006). Broadening coefficients, which were analyzed assum-
ing Voigt line shape profiles, were found to decrease both as a
function of temperature and rotational excitation. The pres-
sure broadening coefficients as derived from the data given by
Nakamichi et al. (2006) for our experimental conditions are
summarized for the R(36) 12CO2 rotational transition in
Table 1. Here, the pressure broadening of air was calculated
according to

(5)D D% %ν ν
L L,
=∑x

i i

i
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Fig. 5. Measured d13C(CO2) values for different gas matrices. The actual
13CO2/

12CO2 isotope ratio remained constant for all mixtures. Gas matrix
composition are denoted in terms of excess mole fractions relative to the
composition of ambient air (eg, +50% N2 corresponds to a gas matrix
composition of xAir = 0.50 and = 0.50). x

N

excess

2



where the xi correspond to the mole fractions of N2, O2, and Ar
of ambient air. It is close to the value of N2 and it is roughly
twice as large as the Doppler broadening .

To check the assumption that a variable pressure broaden-
ing is the dominating cause of the observed variations in the
measured 12CO2 concentrations when using different gas
matrices, calculated Voigt profile peak heights are compared
to measured 12CO2 concentrations in Figure 6. Here, the for-
mer was normalized with respect to the corresponding peak
height in air and the latter with respect to the actual 12CO2

concentration calculated from the mixing ratio of the differ-
ent gas streams. In this way, the dashed line in Fig. 6 corre-
sponds to a one-to-one correlation between the 12CO2 concen-
tration mismatch and the pressure-broadening effect. Within
the scatter of the data, where the error bars indicate the uncer-
tainty of the calculated 12CO2 concentration arising from the
mixing procedure, indeed a good agreement between predic-
tions and measurements has been found. Next to minor
uncertainties of the reported pressure broadening coefficients,
remaining discrepancies may be due to small systematic shifts
going along with the baseline fitting procedure under differ-
ent gas matrix regimes. Note that for the used experimental
conditions, the description of the line profiles by either Voigt
or Galatry profiles is expected to be of minor importance. Of
course, pressure-broadening coefficients obtained for Voigt
and Galatry fitting are somewhat different and care should be
taken to use a consistent set of parameters.

Predicted d13C offset based on linewidth data—Being confi-
dent that the observed d13C offsets can be essentially traced
back to line shape effects, the pressure broadening data in
Table 1 were used to predict the magnitudes of the required
d13C offset corrections. For this purpose, the pressure broad-
ening coefficients of the the (30012 ← 00001) band of 13CO2

were assumed to be the same as for the (30013 ← 00001)
12CO2 band measured by Nakamichi et al. (2006). Neverthe-
less, significant deviations of the pressure-broadening coeffi-
cients arise for the absorption lines of the two isotopic
species, which have been detected at transitions correspon-

ding to different rotational excitation. However, the small
differences between the observed changes for the 12CO2 and
13CO2 lines and not the resulting absolute change of the line
center absorptions are important for isotope ratio mea-
surements. These relative changes have been calculated
assuming Voigt absorption line profiles and are given in the
fourth column of Table 1. In qualitative agreement with the
experiments shown in Fig. 5, a small positive bias is predicted
for N2. In contrast, medium-sized negative biases are deter-
mined for O2 and Ar and a large positive offset of 96.6‰ for
pure He. Both size and sign of the required gas matrix offset
correction were found to be very sensitive to minor variations
in the used pressure broadening coefficients of the different
sample gases relative to air.

Experimental determination of linear gas matrix correction fac-
tors—The resulting combined pressure broadening of a given

D%ν
D
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Table 1. Doppler ( ) and pressure ( ) broadening (FWHM, in units of cm–1) of the R(36) 12CO2 and R(12) 13CO2 absorption lines
at T = 45°C and p = 186.6 mbar. Pressure broadening was estimated from the data given by Nakamichi et al. (2006). The last two
columns compare experimental gas matrix offset factors ϕ with a prediction based on calculated Voigt profile heights. 

12CO2
13CO2

Gas /‰ ϕ/‰

N2 0.01204 0.02459 1.0475 0.01191 0.02830 1.0391 5.1 10.9

O2 0.01956 0.8333 0.02353 0.8638 –20.1 –38.7

Ar 0.01823 0.7763 0.02206 0.8101 –21.1 –41.9

He 0.01986 0.8461 0.02059 0.7559 96.6 113

H2O 386
Air 0.02348 1 0.02723 1 0 0

h

h

h

h
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Fig. 6. Relative 12CO2 concentration mismatch measured for different
gas matrices in comparison with Voigt profile peak height ratios calcu-
lated using literature values for the respective pressure broadening coeffi-
cients. The dashed line corresponds to a perfect correlation between the
two quantities. 



gas mixture is determined by a weighted sum over its compo-
nents according to Eq. 5. In contrast, the total linewidth
resulting from the convolution of Doppler and pressure broad-
ening and the corresponding peak height is a more compli-
cated function of the pressure broadening but can be approx-
imated by polynomial expressions. However, as differences
between the pressure broadening of the different gases are
small under the experimental conditions used in this work
(Table 1), a linear approximation should hold and hence a lin-
ear dependence of the d13C offset according to

(6)

can be hoped for as well. Here, the ϕi represent the respective
gas matrix offset factors. For example, a value of ϕAr = –10‰
would correspond to a –10‰ underestimated d13C value mea-
sured by the instrument when replacing pure air by pure Ar.

In Fig. 7, the assumed linear dependence of the pressure
broadening upon mixture composition is verified by plotting
the experimentally determined Galatry line shape parameter y
as function of the mixture composition. Linear correlations
were found in all cases. The thick dashed line marks the exper-
imental value of dry air, y = 1.5778, and thus intersects the lin-
ear fits of the O2, N2, Ar, and He data at the respective mole

fractions found in dry air. Note that y is related to the pressure
broadening according to

(7)

Deduced Galatry linewidths (FWHM) are only 3% to 7%
lower than those calculated from the Voigt parameters given
in Table 1, showing that there is reasonable agreement with
the pressure broadening data reported by Nakamichi et al.
(2006).

Finally, the insert of Fig. 7 illustrates the results obtained
for humid air. Data were obtained from free running experi-
ments measuring ambient laboratory air as well as from experi-
ments with distinct relative humidities (RH) generated by mix-
ing dry air (0% RH) with air saturated with water (100% RH).
Whereas a second-order polynomial seems to be a slightly bet-
ter representation in case of H2O (dashed curve), again a
straight line fit is sufficient to approximate the data.

Having set the framework for a linear correction procedure,
optimum gas matrix offset factors were found by fitting the ϕi

parameters in Eq. 6 to minimize the observed d13C deviations
of the experiments outlined in Fig. 5. Of course, D(d13C) = 0‰
holds for dry air such that the parameter set can be easily
checked for consistency. The determined ϕi values are given in
the fifth column of Table 1 and can be compared with the pre-
dictions based on the literature data (fourth column). Both the
size and sign of the experimentally determined and theoreti-
cally predicted offset corrections are in very good agreement
indeed. Small adjustments of the pressure broadening param-
eters on the order of ±5% are sufficient to explain the remain-
ing deviations. However, minor baseline fitting issues or limi-
tations of the used line shape model partly account for the
remaining minor discrepancies as well. Therefore, instead of
relying on linewidth data taken from the literature, an exper-
imental determination of the offset factors as demonstrated in
this section should always be preferred.

O2 saturation determination from measured linewidths—Know-
ing the linewidth response of the instrument with respect to
the four principal components of air, it is possible to calculate
the Galatry line shape parameter according to

(8)

where corresponds to the value of y determined for the
pure component i. For example, = 1.34393 was obtained
from the linear fit of the corresponding O2 data shown in Fig.
7. As the instrument measures the mole fraction of water inde-
pendently, it is possible to calculate the O2 mole fraction from
the experimentally measured Galatry y parameter. A detailed
conversion procedure is outlined in the Appendix, which is
based on the assumption that equilibrated ocean water/gas
phase samples are characterized by the same Ar/N2 ratio as it
is found for ambient air. Note that trace gases such as CO2,
CH4, and N2O exert minor linewidth effects and hence can be
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Fig. 7. Pressure broadening of the 12CO2 absorption line in terms of the
Galatry line profile parameter y determined by the internal fit procedure
of the isotopic analyzer. Linear trends have been observed for all gas mix-
tures components. 



neglected in these calculations. The procedure was found to be
accurate within DxO2 ≈ ±0.005 allowing us to measure the rel-
ative saturation level of oxygen in water without the need for
an additional oxygen sensor.

Discussion
The performance of the instrument was tested based on a

measurement scheme with periodic switching between a test
sample and a reference sample with known d13C value. In these
experiments, a relative accuracy of D(d13C) = ±0.1‰ with 120
min averaging time and ±0.05‰ with 480 min averaging time
was achieved. Running working gas standards, the absolute
uncertainty of the measured d13C(CO2) value has been deter-
mined to be ±0.2‰. Similarly, an absolute uncertainty of the
determined CO2 mole fraction of D(xCO2) = ±0.5 ppmv has
been determined. The instrument has been found to yield sta-
ble output over 1 y of operation such that frequent re-calibra-
tion of the instrument is not necessary. This is in contrast with
IRMS- or NDIR-based detection schemes, where the absolute
accuracy strongly relies on frequent referencing. Note that the
switching scheme used in our d13C measurements was only
needed to overcome a periodic long-term oscillation of the d13C
value on the order of 0.15‰. Running working gas standards
is dispensable, however, if a lower precision is sufficient. For
example, short-term fluctuations of d13C in ocean dissolved
CO2 are expected to exceed 0.15‰ significantly.

No principle problems were encountered when using the
instrument in combination with a water-air equilibrator setup.
Of course, the usual requirements with respect to equilibrator
temperature and pressure stability need to be met to ensure
reliable data. Whereas a change of the equilibration tempera-
ture of 1°C significantly affects the equilibrated pCO2 value
(~4.3%), the temperature sensitivity of the determined d13C
value is rather small (~0.12‰) (Mook et al. 1974; Takahashi et
al. 1993).

The accuracy of the instrument is little affected by the pres-
ence of water vapor because the water content of the sample
is measured continuously. The determined d13C and xCO2 val-
ues can thus be corrected for linewidth or volumetric effects
online. Simple predrying by using thermo-electrical coolers to
prevent water condensation inside the flow system or the
spectrometer was found to be sufficient.

It generally turned out that linewidth effects have to be
properly taken into account to correct for systematic offsets
caused by alterations of the gas matrix. The required correc-
tions set a limit to the accessible precision in water-air equili-
bration experiments. It is well known that the ocean water sat-
uration state can be significantly different from equilibrium
with the atmosphere. For example, as a result of biological
activity, oxygen is typically found to be supersaturated by
0.5% to 1.5% relative to the saturation level of N2 and Ar in
surface waters of the subtropical North Pacific Ocean (Hamme
and Emerson 2006). Similarly, upwelled sub-surface waters
from oxygen minimum zones can be strongly oxygen defi-
cient. In high productivity waters or during phytoplancton
blooms much higher supersaturation levels of >15% are regu-
larly observed (Kuss et al. 2006; Körtzinger et al. 2008). Due to
physical processes, N2 and Ar are typically enriched in surface
waters as well, but follow similar seasonal trends such that the
Ar/N2 ratio can be assumed as a fixed quantity. In Table 2,
expected d13C offsets and relative xCO2 deviations are given
for a set of gas matrices. Calculations are based on the linear
correction procedure given by Eq. 6 for d13C and on line shape
calculations using reported Galatry line shape parameters for
xCO2. Using synthetic air (air without Ar) instead of dry ambi-
ent air makes necessary a d13C correction of + 0.43‰. Such a
correction is already significantly higher than the accuracy of
the instrument. Using humid air with 1% water content also
significantly shifts the d13C value by 3.86‰. Four more realis-
tic scenarios with elevated O2 contents have been considered
in Table 2. Clearly, with deviations of d13C up to 2‰, for accu-
rate measurements the O2 content has to be known. Here, the
scenario with the relative supersaturation parameter s = 0.024
(corresponding to an oxygen content of xO2 = 21.29% instead
of 20.90% in pure air) reflects the accuracy of the approximate
O2 concentration determination procedure outlined in the
Appendix. Therefore, without an additional oxygen sensor,
the accuracy of the instrument in water-air equilibration
experiments is limited to >0.2‰. Of course, better accuracy
can be readily achieved by measuring the O2 content sepa-
rately by using, for example, calibrated oxygen optodes (Teng-
berg et al. 2006).

As can be seen from the relative xCO2 deviations given in
Table 2, corresponding gas matrix corrections are needed for
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Table 2. Predicted d13C offsets and relative xCO2 deviations for different gas matrix scenarios. s denotes the relative oxygen supersat-
uration parameter as it is defined in the Appendix. 

High O2 air
Air Synthetic air Humid air s = 0.25 s = 0.25 s = 0.125 s = 0.024

xN2 0.7810 0.7889 0.7732 0.7422 0.7348 0.7611 0.77710
xO2 0.2090 0.2111 0.2069 0.2483 0.2458 0.2291 0.21294
xAr 0.0100 0.0099 0.0095 0.0094 0.0098 0.00995
xH2O 0.0100 0.0100
(Σxiϕi)/‰ 0 0.43 3.86 –1.92 1.96 –0.98 –0.19
xCO2(measured)/xCO2 1.0000 0.9982 0.9980 1.0058 1.0037 1.0030 1.0006



xCO2 as well. Overall, the effect can be accounted for in a
straightforward manner and the estimated additional uncer-
tainty of 0.6‰, corresponding to D(xCO2) = 0.24 ppmv at
xCO2 = 400 ppmv, is rather small.

An alternative way for an experimental determination of
the gas matrix effect could have been based on an intentional,
alternating dilution of the sample gas mixture with a CO2-free
reference mixture with known gas matrix composition. Owing
to the linear gas matrix offset behavior outlined in Eq. 6, it
should be possible to directly infer the gas matrix effect from
the measured difference between the d13C(CO2) values with
and without gas matrix dilution. For example, when using a
dilution flow of 50% standard ambient air (d13C offset = 0), the
measured d13C difference would account for half of the actual
d13C offset of the sample gas mixture. Of course, such a proce-
dure relies on very accurately measured d13C values such that
long-term drift components of the instrument may compro-
mise the required long averaging times. Furthermore, utmost
care should be taken in such an approach to assure the purity
of the dilution flow, because small CO2 impurities with
unknown d13C value can significantly affect the measured d13C
difference. Moreover, in view of the small gas matrix effects
observed for xCO2, a very accurate measurement of the sample
and dilution mass flow would be needed to perform a similar
correction for the xCO2 value.

In principle, the necessary correction procedures could
have been completely avoided by using a detection scheme
that is based on integrated instead of line center absorptions.
However, especially in isotope ratio measurements, residual
baseline fitting inaccuracies may introduce significant errors
in integration-based detection schemes as well. In a prelimi-
nary analysis, integrated absorptions have been calculated for
the same data set as the one used for determining the gas
matrix offset factors (Fig. 5). Relying on the measured Galatry
line shape parameters y for each single data point, it was in
fact possible to largely correct the observed d13C offsets. How-
ever, the scatter of the data increased by a factor of 5, and even
after integration significant offsets on the order of 1.5‰
remained. These would have to be still corrected based on a
separate calibration procedure.

Indeed, the need for accurately measured empty cavity
ringdown times that resemble the baseline of the CRD spec-
trum is a weak point of CRDS and other cavity-enhanced
absorption techniques. As demonstrated in this work, how-
ever, the high sensitivity and reproducibility of the mea-
surements supersedes this drawback by far. Moreover, as cw-
CRDS constitutes essentially a simple narrow bandwidth
absorption experiment, the outlined linear correction proce-
dure could be based on strict spectroscopic reasoning without
the need for obscure calibration corrections.

Conclusion
cw-CRDS is a reliable, absolute detection technique that

enables simultaneous measurement of d13C and pCO2 values.

Achieved accuracies are close to the values typically provided
by standard IRMS and gas chromatographic sampling
schemes, respectively. Moreover, no principle problems were
met when using the analyzer in combination with a water-air
equilibrator setup. Future instrumentation, which will be pos-
sibly based on mid-IR instead of near-IR source lasers and thus
will benefit from significantly stronger absorptions of vibra-
tional mid-IR transitions, can be expected to provide even bet-
ter sensitivity.

To ensure the highest possible precision for ambient air
measurements, quantitative CO2 detection was based on
absorption peak heights instead of an absorption line integra-
tion method. Therefore, care had to be taken when perform-
ing measurements in gas matrices with a composition differ-
ent from that of ambient air. As has been demonstrated in this
work, a straightforward spectroscopically based correction
procedure can be used in such cases to correct for the corre-
sponding pressure broadening linewidth effects.

Having set the framework for accurate isotope ratio mea-
surements, as a next step, online measurements of surface
water d13C(CO2) aboard research vessels are necessary to test
CRDS performance in the field. Optimum measurement cycles
as well as averaging intervals need to be worked out that
finally determine the accessible precision of the instrument.
Moreover, these field experiments will show to what extent
gas matrix effects need to be taken into account for natural
samples and whether it is possible to properly correct for these
effects. Corresponding work in these directions is underway.

Appendix
Assuming a known Ar/N2 ratio set to its ambient value r =

0.01/0.781, it is possible to calculate the O2 content from the
measured Galatry line shape parameter y and the water con-
tent xH2O of the gas mixture. Combining Eq. 8 and xO2 = 
1 – xN2 – xAr – xH2O yields

(9)

Here, xO2 corresponds to the mole fraction of O2 in humid
air. yi

0 values can be obtained from measurements as shown in
Fig. 7. For our spectrometer, yi

0 values have been determined
to be 1.64509 (N2), 1.34393 (O2), 1.21015 (Ar), 1.5778 (air),
1.9788 (H2O), and 1.40374 (He). Small deviations from these
values can be expected for other spectrometers due to residual
baseline fitting errors. From the H2O measurements shown in
the insert of Fig. 7, the precision of the determined y can be
estimated to be on the order of ± 0.0015 corresponding to a
±0.5% uncertainty of the calculated absolute O2 mole fraction.
According to the definition of the relative supersaturation
parameter s for dry air,

(10)

the respective relative supersaturation can thus be determined
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to ±2.4% for ambient conditions. Note that the uncertainty of
the measured H2O concentration, which is also affected by the
gas matrix effect, can be expected to be small. Assuming a gas
matrix effect similar to the one observed for 12CO2 (see Fig, 6),
an H2O mole fraction error on the order of D(xH2O)/xH2O ≈
1% can be estimated for s = 0.25. Assuming a measurement in
air with xH2O = 0.01, this 1% error corresponds to an addi-
tional uncertainty of the calculated O2 mole fraction of merely
0.01%.

Although the obtained accuracy for xO2 is not outstanding,
it allows one to measure d13C and pCO2 values of supersatu-
rated surface waters without the need for an additional O2 sen-
sor. Note that the absolute accuracy of the widely used oxygen
optodes, which is typically on the order of < 5% air saturation
(Model 4835, AADI), is in fact comparable to our value. In
view of the fact that our measurement represents a rather indi-
rect determination of O2 content, this is a quite surprising
result. It again demonstrates the reliability of the high resolu-
tion gas phase absorption cw-CRDS approach. Of course, the
intrinsic precision of optodes is better than the stated absolute
uncertainty such that O2 measurements with higher accuracy
can be easily performed by proper referencing to known O2

concentrations (Tengberg et al. 2006).
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